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Let q P 1 be an integer, y1; . . . ; yM 2 ½�p;p�q , and g be the minimal separation among these
points. Given the samples ff ðyjÞg

M
j¼1 of a smooth target function f of q variables, 2p-periodic

in each variable, we consider the problem of constructing a q-variate trigonometric poly-
nomial of spherical degree Oðg�1Þ which interpolates the given data, remains bounded
in the Sobolev norm (independent of g or M) on ½�p;p�q , and converges to the function f
on the set where the data becomes dense. We prove that the solution of an appropriate
optimization problem leads to such an interpolant. Numerical examples are given to dem-
onstrate that this procedure overcomes the Runge phenomenon when interpolation at
equidistant nodes on ½�1;1� is constructed, and also provides a respectable approximation
for bivariate grid data, which does not become dense on the whole domain.

� 2013 Elsevier Inc. All rights reserved.
1. Introduction

For clarity of exposition, the notation used in this and the next two sections may not be the same as in the rest of the
paper.

In many engineering applications, one has to find a good approximation to an unknown multivariate target function which
also interpolates the function at certain points, sometimes called landmarks. For example, in the problem of image registra-
tion, we are given a set of locations xj 2 ½�1;1�2 in the first image and a corresponding set of points yj 2 ½�1;1�2 in the second
image. The idea is that the location xj in the first image is the ‘‘same’’ as the location yj in the second image. We then hope to
find a map g : ½�1;1�2 ! R2 such that gðxjÞ ¼ yj, and such that g satisfies some smoothness conditions. There are at least two
reasons for insisting on interpolatory approximation in this situation. First, the locations might have been chosen at great
costs, including human efforts. Second, if the registration is being done many times over a sequence of images (for example
when we stitch together video frames to form a large image), then a non-interpolatory approximation will cause a drift be-
tween the first image and the last image in the sequence.

In the univariate setting, perhaps the most classical method to obtain an interpolatory approximation is to use a polyno-
mial interpolant. In the multivariate setting, it is not always possible to find a space of multivariate polynomials with dimen-
sion equal to the number of data points that admits an interpolant. For this reason, radial basis functions (RBF’s) have
7542.
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become popular tools in recent years for multivariate interpolation problems. However, if one wants to use the RBF inter-
polant that minimizes a Sobolev norm, then there may not be an explicit closed form formula for this RBF kernel. In the peri-
odic setting, it is easy to write down such a kernel in terms of a Fourier series (cf. (1.2)), which converges slowly. Therefore,
the computation of such an RBF requires a careful approximation.

In this paper, we wish to explore a construction of multivariate polynomials directly to interpolate the values of a target
function at arbitrarily chosen sites on a cube of the form ½�1;1�q, where q > 1 is an integer. With a standard correspondence,
this problem is the same as that of constructing multivariate trigonometric polynomials to interpolate the values of a target
function at arbitrarily chosen sites y1; . . . ; yM 2 ½�p;p�q. A very general result in [12] implies in particular that if
g ¼ min
j–k; 16j;k6M

jyj � ykj;
then for every continuous function f on ½�p;p�q, 2p-periodic in each of its variables, there exists a trigonometric polynomial
of order not exceeding a constant times g�1 which interpolates f at y1; . . . ; yM , and whose uniform norm does not exceed a
constant times that of f, where the constants involved depend only upon q. However, the proof in [12] is not constructive.

In this paper, we are interested in interpolating functions in a Sobolev class Wp
s from the class H

q
N of trigonometric poly-

nomials of spherical order N (see Section 4 for definitions). Since we must allow the degree N to be larger than the minimum
required for obtaining an interpolant, the problem seems straightforward in the case when p ¼ 2. Let M P 1 be an integer,
fy1; . . . ; yMg � ½�p;p�q; f : ½�p;p�q ! C. The question of finding T 2 Hq

n satisfying TðyjÞ ¼ f ðyjÞ can be described in matrix
notations as follows. Let DN be the dimension of H

q
N; A be a M � DN matrix with Aj;k ¼ expðik � yjÞ, and f be a column vector

with j-th component given by f ðyjÞ; j ¼ 1; . . . ;M. If b is a solution of
Ab ¼ f; ð1:1Þ
then TðxÞ ¼
P

kbk expðik � xÞ solves the interpolation problem. It is rudimentary linear algebra to verify that the system (1.1)
has a solution for every choice of f if and only if the rank of A is M; i.e., the Hermitian transpose A� is one to one. In general,
the solution will not be unique. A simple strategy to solve this system of equations is to minimize a weighted norm of b. For

example, minimizing
P

kðjkj
2 þ 1Þsjbkj2 would lead to a solution with the minimal Sobolev norm in the sense of W2

s . Natu-

rally, we will refer to a solution obtained with this strategy (with possibly different variants such as considering
P

kjkj
2sjbkj2,

or considering trigonometric polynomials of coordinatewise degree N, or considering only even trigonometric polynomials,
etc.) as a minimal Sobolev norm (MSN) interpolant.

We remark that if we are not interested in interpolation with trigonometric polynomials, then the problem is well studied
in the case of functions in W2

s ; s > q=2. In this case, the function K2s defined by
K2sðxÞ ¼
X
k2Zq

ðjkj2 þ 1Þ�s expðik � xÞ ð1:2Þ
is continuous. The Golomb–Weinberger variation principle [6] can be used to show that the solution of the minimization
problem
minimize fkgkW2
s

: gðyjÞ ¼ f ðyjÞ; j ¼ 1; . . . ;Mg ð1:3Þ
has a solution in the span of fK2sð� � yjÞg
M
j¼1, and therefore, can be found by solving an appropriate system of linear equations.

However, when s is not a half integer, there is no closed form, easy to evaluate expression for K2s. The series defining K2s

converges too slowly to allow an effective and easy computation. Therefore, we prefer to find an MSN interpolant as de-
scribed above directly from the class H

q
N .

Our objectives in this paper are the following:

	 We prove in Theorem 5.1 that the MSN interpolant from the class H
q
N exists with a bounded Wp

s norm provided N is at
least a constant times g�1, where the constant may depend only on q; p, and s.
	 In Theorem 5.2 we describe an explicit minimization problem to solve the interpolation problem. In particular, the min-

imization problems in the cases p ¼ 1;1 can be solved using linear programming (when the function is real-valued), and
the case p ¼ 2 can be solved by solving an under-determined system of linear algebraic equation by standard numerical
linear algebra methods.
	 In Theorem 5.3, we prove that as the data set becomes dense on a portion of the torus, the MSN interpolants converge to

the target function on this part, while their Sobolev norm remains bounded on the entire torus.

We postpone the discussion of the rates of convergence of the MSN interpolants to another paper in preparation.
The motivation behind this paper is both theoretical and numerical. In Section 2, we provide a motivation for our theo-

retical ideas in the classical univariate setting of interpolation by algebraic and trigonometric polynomials. In Section 3, we
provide some numerical ‘‘proof of concept’’ experiments to illustrate the MSN algorithm in the case when p ¼ 2. The remain-
der of the paper is devoted to developing the theory. The notations used throughout this paper are introduced in Section 4.
The main theorems are described in Section 5. The proofs of these results are given in Section 7. These require a great deal of
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preparation first. These preparatory results are developed in Section 6. This section may be skipped in a first reading, refer-
ring to the results as needed.

2. Background in the univariate setting

For each integer n P 1, let Pn be the class of all (algebraic) polynomials of degree at most n; fyj;ng
n
j¼1 be a set of distinct

points in ½�1;1�, and f : ½�1;1� ! R. It is customary to organize the points fyj;ng
n
j¼1 as the nth row of an infinite matrix, known

as the interpolation matrix Y. It is well known that there exists a unique polynomial InðY ; f Þ 2 Pn�1 such that
InðY ; f ; yj;nÞ ¼ f ðyj;nÞ for j ¼ 1; . . . ;n. The operator InðYÞ is a linear operator on the space of all the real valued functions on
½�1;1�.

In the case when for each integer n P 1, the nth row of Y consists of n equidistant points on ½�1;1�, the well known Runge
example shows that for the function f : ½�1;1� ! R, f ðxÞ ¼ ð1þ 25x2Þ�1, the sequence fInðY; f Þg1n¼1 does not converge uni-
formly on ½�1;1�. In this case, one can obtain a convergent sequence of interpolants by taking as the nth row of Y to the
be zeros of the Chebyshev polynomial of degree n. However, Faber’s theorem [14, Theorem 2, p. 27] states that for any inter-
polation matrix on ½�1;1�, there exists a continuous function f on ½�1;1� such that the sequence fInðY; f Þg does not converge
uniformly.

The situation changes drastically if one allows the degree of the interpolatory polynomial to be greater than the minimal
required for interpolation. Thus, the following Theorem 2.1 is a simple consequence of [16, Theorem 2.7, p. 52]. For
f : ½�1;1� ! R, we write
kfk1;½�1;1� :¼ sup
t2½�1;1�

jf ðtÞj; kfk2;½�1;1� :¼ 1
p

Z 1

�1
jf ðtÞj2 dtffiffiffiffiffiffiffiffiffiffiffiffiffi

1� t2
p

� �1=2

:

We note that for n equidistant nodes on ½�1;1�, the quantity dn in the following theorem satisfies dn P 2=n.

Theorem 2.1. Let yj;n ¼ cos hj;n 2 ½�1;1� be an arbitrary system of nodes (0 6 h1;n < � � � < hn;n 6 p) and let
dn :¼ min
16j6n�1

ðhjþ1;n � hj;nÞ:
Then for any � > 0, there exist linear polynomial operators Pn on C½�1;1� with the following properties:

(a)If m ¼ bpð1þ �Þ=dnc then PnðPÞ ¼ P for all P 2 Pm,For f 2 C½�1;1�,
(b)Pnðf Þ 2 PN where N ¼ dðp=dn þ 1Þð1þ 3�Þe,
(c)Pðf ; yj;nÞ ¼ f ðyj;nÞ for j ¼ 1; . . . ;n,
(d)There exists an absolute constant c > 0 such that
kf � Pnðf Þk1;½�1;1� 6 c inf
P2Pm

kf � Pk1;½�1;1�: ð2:1Þ
A remarkable aspect of this theorem is that the points yj;n may all be concentrated only on a subinterval of ½�1;1�, for
example, ½0;1�. Nevertheless, the sequence fPnðf Þg converges to f on the whole interval ½�1;1�. If we have a continuously dif-
ferentiable function f, and require convergence on the part of the interval where the data becomes dense as n!1, then a
very simple construction can be given.

We recall that there is a one to one correspondence between functions on ½�1;1� and even, 2p-periodic function on R,
given by f �ðhÞ ¼ f ðcos hÞ; f : ½�1;1� ! C. Moreover,
kf �k1;½�p;p� :¼ sup
h2½�p;p�

jf �ðhÞj ¼ kfk1;½�1;1�; kf �k2
2;½�p;p� :¼ 1

2p

Z p

�p
jf �ðhÞj2dh ¼ kfk2

2;½�1;1�:
Proposition 2.1. Let f � be continuously differentiable on ½�p;p�. The minimization problem
minimize kðP�Þ0k2;½�p;p� over all P 2 PN; subject to the constraints Pðyj;nÞ ¼ f ðyj;nÞ j ¼ 1; . . . ;n ð2:2Þ
has a solution P�n satisfying the following property. If K is a subsequence of positive integers, and x0 is a limit point of a subsequence
fyj;ngn2K, then
lim
n2K;n!1

P�nðx0Þ ¼ f ðx0Þ: ð2:3Þ
Proof. In this discussion, we will write Pn in place of Pnðf Þ, whose existence is asserted as in Theorem 2.1. In view of a the-
orem of Czipser and Freud [5], the estimate (2.1) implies that there exists an absolute constant c1 > 0 such that
kðP�nÞ
0k2;½�p;p� 6 kðP

�
nÞ
0k1;½�p;p� 6 c1kðf �Þ0k1;½�p;p�:
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Thus, the minimization problem (2.2) has a feasible solution, P�n satisfying the same estimate as above. Further, for
h;/ 2 ½�p;p�,
jðP�nÞ
�ðhÞ � ðP�nÞ

�ð/Þj 6
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pjh� /j

p
ðP�nÞ

�� �0��� ���
2;½�p;p�

6 c1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jh� /j

p
kðf �Þ0k1;½�p;p�:
Since P�nðyj;nÞ ¼ f ðyj;nÞ; j ¼ 1; . . . ;n, the sequence fP�ng is uniformly bounded and equicontinuous. In view of the Arzela–Ascoli
theorem, this implies that any subsequence of the sequence fP�ng has a uniformly convergent subsequence. If x0 is a limit
point of a subsequence fyj;ngn2K, then it is not difficult to deduce using the interpolatory conditions that (2.3) holds. h

In some situations it is also possible to construct approximating polynomials of degree lower than n (see [1]).

3. Numerical experiments

In this section, we will present numerical experiments that demonstrate the behavior of the MSN interpolant under dif-
ferent circumstances. In our computations below, we consider interpolation with algebraic polynomials of a suitable coor-
dinate-wise degree. The standard substitution establishes a one to one correspondence between such polynomials and even
trigonometric polynomials of the same order as the degree of the polynomials.

We first consider the classical Runge phenomenon by interpolating the function f ðxÞ ¼ ð1þ 25x2Þ�1 at n equi-spaced
points xj in the interval ½�1;1�. In Table 1 we show the results of our numerical experiments. The first column of the table
shows the number of data points n used for interpolation. The remaining columns provide the maximum error in recon-
structing the interpolant at 1024 equispaced samples in ½�1;1�. The first column provides the error corresponding to a
Wendland RBF. Thus, with
xðrÞ ¼ ð4r þ 1Þ � ð1� rÞ4þ; r P 0;
we consider interpolation by sums of the form
P

jajxðjx� xjj=rÞ. The parameter r is chosen from the set f10;30;60; . . . ;180g
to minimize the error in interpolating the given function on a 35� 35 regular grid in ½�1;1�2. This range was chosen after a
coarser choice of r over a larger range of numbers was first used. The second column provides the maximum interpolation
error obtained with MSN interpolation. The order of the MSN interpolant is
m ¼ 6
mini–j cos�1ðxiÞ � cos�1ðxjÞ

� �" #
: ð3:1Þ
The Sobolev parameter s is picked to be the largest possible value without suffering from numerical losses. This is essential to
keep the order of convergence at the maximum. The MSN interpolant is computed using a weighted least-squares formula-
tion as explained in another paper [4]. The last column provides the error in interpolating the considered Runge function
with Matlab’s cubic spline toolbox.

Next, we consider a two dimensional interpolation problem on a region inside the square ½�1:0;1:0� � ½�1:0;1:0�. The
function being reconstructed (shown in Fig. 1) is given by
f ðx; yÞ ¼ 1

1þ 25ðx2 þ y� 0:3Þ2
þ 1

1þ 25ðxþ y� 0:4Þ2
þ 1

1þ 25ðxþ y2 � 0:5Þ2
þ 1

1þ 25ðx2 þ y2 � 0:25Þ2
:

The function has the Runge structure along two parabolii, a circle and a straight line. Table 2 shows the maximum error in
reconstructing f ðx; yÞ at a ðnþ 11Þ � ðnþ 11Þ grid using the MSN interpolant at an n� n grid. The error is normalized by the
maximum value of f ðx; yÞ over the reconstruction points. The parameter s is varied in steps of 2 from 2 to 12. The degree of
the interpolating polynomial was chosen analogously to (3.1). Table 2 also shows the accuracy obtained with the Wendland
RBF interpolant, in its last column. Compared to the RBF and Spline interpolants, the MSN interpolant has an order or more in
its accuracy for sufficiently large s and increasing n.

These experiments show that the proposed scheme can perform well on difficult problems in two dimensions where tra-
ditional interpolation schemes require much more work to achieve comparable accuracy.

The proposed method relies on a complete orthogonal decomposition (CODA) technique as described in [4] for numerical
stability. For the sake of completeness we give a brief overview of the numerical technique. The numerical solution of the
MSN interpolation problem when p ¼ 2 boils down to the following optimization problem
Table 1
Interpolation of 1D Runge function. Column 2: interpolation error with Wendland RBF.
Column 3: interpolation error with MSN, s = 6. Column 4: interpolation error with Cubic
Splines.

n errRBF errMSN errSpline

10 1.4e�01 1.4e�01 1.4e�01
100 6.6e�06 2.8e�11 6.9e�06
200 2.2e�06 2.3e�13 3.7e�07
300 1.4e�06 2.2e�14 7.7e�08



Table 2
Maximum error of MSN interpolant in region ½�1:0;1:0�2.

n s ¼ 2 s ¼ 4 s ¼ 6 s ¼ 8 s ¼ 10 s ¼ 12 RBF Spline

10 1.1e�01 1.2e�01 2.3e�01 4.9e�01 1.0e+00 1.6e+00 1.5e�01 1.5e�01
20 3.1e�02 2.7e�02 3.6e�02 1.2e�01 5.2e�01 2.7e+00 4.1e�02 4.5e�02
40 6.7e�03 2.2e�03 1.4e�03 1.4e�03 4.3e�03 1.9e�02 7.6e�04 3.5e�03
80 9.5e�04 9.4e�05 1.7e�05 4.6e�06 4.3e�06 5.7e�06 4.1e�05 1.5e�04

100 5.1e�04 3.8e�05 6.2e�06 1.5e�06 5.0e�07 4.2e�07 7.2e�05 5.0e�05
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Fig. 1. The test function f ðx; yÞ.
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min
Vb¼f
kDbk2;
where b is the vector of unknown Chebyshev coefficients, V is the Chebyshev–Vandermonde matrix, and D is a diagonal po-
sitive-definite matrix with condition number OðnsÞ. Intuitively speaking, the matrix V is made fat enough that it’s condition
number can be viewed to be a constant. So the condition number of the problem is essentially that of D. Such scaled min-
imum 2-norm problems can be solved by utilizing ideas suggested in [7] or [2]. Both these references are concerned with
diagonally weighted least-squares problems, but their approach can be readily adopted to the diagonally weighted minimum
2-norm problem. The last reference [2] in particular also has a stability analysis. More details can be found in [4]

The ideas presented here can also be generalized to handle noisy and redundant observations. These matters are reported
elsewhere [3].

4. Notations

In the sequel, q P 1 will denote a fixed integer, and we will think of 2p-periodic functions on Rq as functions on ½�p;p�q,
tacitly identified with the q dimensional torus. Analogous to the univariate case, any function f : ½�1;1�q ! C, corresponds
uniquely to the 2p–periodic function f � on Rq by the standard correspondence
f �ðh1; . . . ; hqÞ ¼ f ðcos h1; . . . ; cos hqÞ:
If x 2 Rq, we write
jxjp :¼

Xq

k¼1

jxkjp
( )1=p

; if 1 6 p <1;

max
16k6q

jxkj; if p ¼ 1:

8>>><>>>:
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For brevity, we will use the same notation for vectors with different dimensions. If p ¼ 2 then we write j � j to denote j � j2.
Although this does not constitute any formal conflict of notations, we hope that it will be clear from the context whether
the notation means the ‘2 norm of a vector or the absolute value of a real number.

Let Hq
n denote the class of all trigonometric polynomials in q variables with spherical order (or degree) at most n; i.e.,
Hq
n :¼

X
k2Zs ;jkj6n

ak expðik � ð�ÞÞ : ak 2 C

8<:
9=;:
Here, we find it convenient to use the same notation even if n is not an integer. We note that our theory will work also if we
consider coordinatewise or total degree in place of spherical degree. However, since the Sobolev classes are defined in terms
of jkj, it is convenient in theoretical considerations to work with polynomials with different spherical degrees. It is not dif-
ficult to see that in the standard correspondence, multivariate algebraic polynomials on ½�1;1�q correspond to the trigono-
metric polynomials of the same order which are symmetric in each of the variables. Therefore, in this paper, we focus mainly
in the interpolation of multivariate periodic functions. The results can also be applied trivially to the interpolation of func-
tions on ½�1;1�q, with suitable smoothness conditions defined in terms of the corresponding periodic function.

If 1 6 p 61;K � ½�p;p�q and f : K ! C are Lebesgue measurable, we write
kfkp;K ¼
R

K jf ðxÞj
pdx

� 	1=p
; if 1 6 p <1;

ess sup
x2K

jf ðxÞj; if p ¼ 1:

8<: ð4:1Þ
The symbol LpðKÞ denotes the class of all Lebesgue measurable functions f for which kfkp;K <1, with the usual convention
that two functions are considered equal if they are equal almost everywhere. If K ¼ ½�p;p�q, we will omit its mention from
the notations. If 1 < p <1, we will write p0 :¼ p=ðp� 1Þ, and extend this notation to p ¼ 1;1 by setting 10 ¼ 1, 10 ¼ 1.
Analogous notations will be used to denote the Lp norms of functions defined on other sets; for example, subsets of R or
Rq. We do not find it necessary to complicate our notations by using different notations to denote these nominally different
objects.

If f 2 L1, the Fourier coefficients of f are defined by
f̂ ðkÞ :¼ 1
ð2pÞq

Z
½�p;p�q

f ðxÞ expð�ik � xÞdx; k 2 Zq: ð4:2Þ
If f 2 Lp, then its degree of approximation from Hq
n is defined by
En;pðf Þ :¼ inf
T2Hq

n

kf � Tkp:
If s 2 R;1 6 p 61, the Sobolev class Wp
s consists of all f 2 Lp for which there exists f ðsÞ 2 Lp such that
cf ðsÞ ðkÞ ¼ ðjkj2 þ 1Þs=2 f̂ ðkÞ; k 2 Zq:
We define
kfkWp
s

:¼ kf ðsÞkp; ð4:3Þ
and note that Wp
s is a Banach space. We observe that if D is the Laplacian operator on Rq, and s is an even, positive integer,

then f ðsÞ ¼ ðI � DÞs=2f , where I is the indentity operator. In particular, in this case, the operator f # f ðsÞ is a surface derivative
operator on the torus identified with ½�p;p�q.

4.1. The constant convention

The symbols c; c1; . . . ; will denote generic positive constants, depending on such fixed parameters of the problem as p; s; q,
etc. and other quantities explicitly indicated, but their value may different at different occurrences, even within a single for-
mula. The notation A 
 B means that c1A 6 B 6 c2A.

The following proposition, to be proved in Section 6.2, gives an integral representation of functions in Wp
s .

Proposition 4.1. Let 1 6 p 61; s > q=p. Then there exists a function Ks 2 Lp0 such that
cKsðkÞ ¼ ðjkj2 þ 1Þ�s=2; k 2 Zq: ð4:4Þ
If f 2Wp
s , then for almost all x 2 ½�p;p�q,
f ðxÞ ¼ 1
ð2pÞq

Z
½�p;p�q

Ksðx� yÞf ðsÞðyÞdy ¼ 1
ð2pÞq

Z
½�p;p�q

Ksðy � xÞf ðsÞðyÞdy: ð4:5Þ
In particular, f is almost everywhere equal to a continuous function. Denoting this continuous function again by f, we have for any
integer n P 1,
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kfk1 6 ckfkWp
s
; En;1ðf Þ 6 cnq=p�skfkWp

s
: ð4:6Þ
As customary in the theory of interpolation, let Y be the interpolation matrix whose nth row Yn contains Mn points
fyj;ng

Mn
j¼1 � ½�p;p�q. We note that Y is not a matrix in the usual sense, it is only a visualization of our data, referred to as a

matrix to draw an analogy with the univariate case. If C# ½�p;p�q we define the separation radius gðCÞ of C by
gðCÞ :¼ ð1=2Þ inf
x;y2C;x–y

jx� yj: ð4:7Þ
We will simplify our notation, and write gn :¼ gðYnÞ.
5. Main results

Our first theorem is an analogue of Theorem 2.1 for multivariate trigonometric polynomials and Sobolev norms rather
than the supremum norm. We will comment about the proof of this theorem towards the end of this section.

Theorem 5.1. Let 1 6 p 61; s > q=p;Y be as described in Section 4. There exists an integer N� with N� 
 g�1
n and a mapping

P : Wp
s ! H

q
N� such that for every f 2Wp

s ,
Pðf ; yj;nÞ ¼ f ðyj;nÞ; j ¼ 1; . . . ;Mn; ð5:1Þ
and
kf � Pðf ÞkWp
s
6 c inffkf � TkWp

s
: T 2 H

q
N� g: ð5:2Þ
Theorem 5.2. We assume the set up as in Theorem 5.1. We consider the minimization problem
minimize
1

N�q

X
06k63N��1

jPðsÞð2pk=ð3N�ÞÞjp
( )1=p

; ð5:3Þ
where the minimum is over all P 2 H
q
N� , such that Pðyj;nÞ ¼ f ðyj;nÞ; j ¼ 1; . . . ;Mn, and an appropriate interpretation is understood

in the case p ¼ 1. There exists a solution of this problem, T�n ¼ T�nðp;Yn; f Þ 2 H
q
N� , such that kT�nkWp

s
6 ckfkWp

s
.

We note that the problem (5.3) has a unique solution if p ¼ 2, and in this case, the corresponding operator T�n is linear in f.
The proof of Theorem 5.2 is a simple consequence of Theorem 5.1 and a discretization inequality proved in Lemma 7.1.

The next theorem examines the convergence properties of the sequence fT�ng. If K # ½�p;p�q and x 2 ½�p;p�q, we define
distðK; xÞ :¼ inf
y2K
jx� yj1:
Theorem 5.3. Let 1 6 p 61; s > q=p; f 2Wp
s ; N� and T�n be found as in Theorem 5.2. If K is a subsequence of positive integers,

x0 2 ½p;p�q, and
lim
n!1
n2K

distðYn;x0Þ ¼ 0; ð5:4Þ
then
lim
n!1
n2K

T�nðx0Þ ¼ f ðx0Þ:
The proof of Theorem 5.3, as expected, is a compactness argument. We also need to estimate the discrete norm used in
(5.3) by the corresponding continuous norm. The necessary facts are stated in Lemmas 7.1 and 7.2.

The proof of Theorem 5.1 occupies a major part of this paper. Using an idea from [12], we will first prove the following
general theorem for the feasibility of matrix equations similar to (1.1).

Theorem 5.4. Let D P M P 1 be integers, A be a M � D matrix with complex entries, A� be its Hermitian conjugate. Let jk � jkM
(respectively jk � jk�D) be norms on CM (respectively, CD), and jk � jk�M (respectively jk � jkD) be the corresponding dual norms. If there
exists j > 0 such that
jkcjk�M 6 jjkA�cjk�D; c 2 CM ; ð5:5Þ
then for every f 2 CM, there exists b 2 CD such that
Ab ¼ f; ð5:6Þ
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and
jkbjkD 6 jjkfjkM: ð5:7Þ

In order to apply Theorem 5.4, we will choose a suitable integer N�. With this choice, we choose M ¼ Mn; D to be the

dimension of HN� , the matrix A to be ðexpð�ik � yj;nÞÞjkj6N� ; j¼1;...;Mn
, the norm jjj � jjjM to be the dual norm of the norm
jkcjk�M :¼
XM

j¼1

cjKsð� � yjÞ
�����

�����
p0

; ð5:8Þ
and
jkbjkD :¼
X
jkj6N�

ðjkj2 þ 1Þs=2bk expðik � �Þ
�����

�����
p

: ð5:9Þ
If f 2Wp
s , and f 2 CM is the column vector with entries f ðyjÞ, then using the kernel representation (4.5), it is not difficult to

verify that
jkfjkM 6 kfkWp
s
:

If (5.5) is satisfied then the conclusions (5.6) and (5.7) imply the existence of an interpolant in HN� with the Wp
s norm

bounded by a constant multiple of kfkWp
s
. The proof of Theorem 5.1 then becomes easy.

Thus, the proof of Theorem 5.1 depends upon proving (5.5) with the value of N� as indicated in Theorem 5.1. As expected,
this involves a careful approximation of a function of the form G ¼

PM
j¼1cjKsð� � yjÞ by elements of HN� . This is given in The-

orem 6.3. The proof of this theorem is an adaptation of the ideas in [9,11,10]. In particular, this involves an estimation of the
coefficients of G in terms of the norm of G, as well as a good approximation bound on Ks.

6. Technical preparation

In this section, we present many technical results which are preparatory to the proof of the main results of Section 5. A
main ingredient in our proof of Theorem 5.1 is Theorem 6.3. Sections 6.1 and 6.2 are devoted to the proof of this theorem. In
Section 6.1, we introduce a localized kernel and the corresponding operator which will be used throughout this paper, and
prove a number of results regarding these. In particular, we use these results in Section 6.2 to prove Proposition 4.1 and
establish a few other facts related to the kernel Ks.

6.1. Localized kernels

Let q P 1 be an integer. For t > 0, and H : Rq ! R, we define formally
WtðH;xÞ :¼
X
k2Zq

Hðk=tÞ expðik � xÞ; x 2 Rq: ð6:1Þ
We set W0ðH;xÞ :¼ Hð0Þ. If S P 1 is an integer, and H is S times continuously differentiable, we will use the notation
NðHÞ :¼ N SðHÞ :¼ max
06k6S

kDkHk1;Rq :
The following theorem summarizes the important localization estimate for the kernel Wt .

Theorem 6.1. Let S > q be an integer, b > 0, and H : Rq ! R be an S times continuously differentiable function such that HðxÞ ¼ 0
if jxjP b.

(a) For x – 0; x 2 ½�p;p�q; bt P 1=2,
jWtðH; xÞj 6 ctqNðHÞminfbq
; ðtjxjÞ�Sg; ð6:2Þ
and for 1 6 p 61,
kWtðH; �Þkp 6 ctq=p0N ðHÞðbqÞ1�q=ðpSÞ
: ð6:3Þ

(b) Moreover, if

HðxÞP aNðHÞ > 0; and a 6 jxj 6 a1; ð6:4Þ

for suitable positive numbers a; a; a1, then for t P 1=2,
max
x2½�p;p�q

jWtðH; xÞj ¼ WtðH;0ÞP c1ða; a; a1ÞtqNðHÞ: ð6:5Þ
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Here, the constants denoted by c may depend upon q and S only.

We observe that the variable x in the localization estimate (6.2) is limited to a compact set, so that for any d > 0, and
jxjP d, the interest in the estimate is the term t�S. We note too that the quantity ðtjxjÞ�S is the dominant term in (6.2) if
jxj > 1=ðbq=stÞ, where t is a potentially large parameter.

The proof of this theorem is essentially the same as that of the univariate version of this theorem proved in [13]. We
reproduce it for the sake of completion.

For F 2 L1ðRqÞ, we define its Fourier transform by
F̂ðxÞ ¼ 1
ð2pÞq

Z
Rq

FðyÞ expð�iy � xÞdy; x 2 Rq: ð6:6Þ
and the inverse Fourier transform by
~FðxÞ ¼
Z

Rq
FðyÞ expðiy � xÞdy; x 2 Rq:
The following well known proposition lists the properties of Fourier transform which we will need in this section.

Proposition 6.1.

(a) If both F and F̂ are in L1ðRqÞ, then the Fourier inversion formula holds:
FðxÞ ¼ êF ðxÞ ¼ b~F ðxÞ; x 2 Rq:

(b) If S P 1 is an integer, F is compactly supported, and is S times continuously differentiable then

jF̂ðxÞj 6 cNðFÞ
jxjS

; j~FðxÞj 6 cNðFÞ
jxjS

; x 2 Rq; x – 0: ð6:7Þ

(c) Let F 2 L1ðRqÞ. Then, if K :¼ �p;p½ �q, we have

kFk1;Rq ¼
X
k2Zq

kFð� þ 2pkÞk1;K <1:

In particular, the functionX

f ðxÞ :¼

k2Zq

Fðxþ 2pkÞ
is defined for almost all x 2 ½�p;p�q; f 2 L1
Kð Þ and kfk1;K ¼ kFk1;Rq . If F is S > q times continuously differentiable, then we have

the following Poisson summation formula valid for every x 2 ½�p;p�q:
X
m2Zq

F̂ðmÞ expðim � xÞ ¼
X
k2Zq

Fðxþ 2pkÞ; x 2 ½�p;p�q: ð6:8Þ
Proof. Part (a) is given in [15, Chapter 1, Corollary 1.21]. Part (b) is a simple consequence of [15, Chapter 1, Theorem 1.1 and
formula (1.9)]. Part (c) follows from part (b) and [15, Chapter VII, Theorem 2.4 and Corollary 2.6]. h
Proof of Theorem 6.1. In this proof, we may assume without loss of generality that NðHÞ ¼ 1.
Since H is continuous and compactly supported, H 2 L1ðRqÞ. Also, the series in (6.1) is only a trigonometric polynomial,

and in particular, absolutely and uniformly convergent. Further, since H is S > q times continuously differentiable, we deduce
from Proposition 6.1 that both the Fourier inversion formula and the Poisson summation formula hold for all x 2 Rq. Since
the Fourier transform of Hð�=tÞ is given by tqĤðt�Þ, we obtain
WtðH; xÞ ¼ tq
X
k2Zq

~Hðtðxþ 2kpÞÞ; x 2 Rq: ð6:9Þ
Let bt P 1=2. Since Hðk=tÞ ¼ 0 if jkjP bt, and jfk 2 Zq; jkj < btgj 6 cðbtÞq, it clear that
jWtðH; xÞj 6 cðbtÞqNðHÞ: ð6:10Þ
Since H is S times continuously differentiable, we now use (6.9) and (6.7) to obtain for x 2 ½�p;p�q;x – 0; bt P 1=2,
jWtðH; xÞj 6 ctq
X
k2Zq

1

tSjxþ 2kpjS
¼ c

tq�S

jxjS
þ ctq�S

X
k2Zq ;jkj1P1

1

jxþ 2kpjS
: ð6:11Þ
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Since jxj1 6 p, we obtain for k 2 Zq; jkj1 P 1, that
jxþ 2kpjP jxþ 2kpj1 P 2pjkj1 � jxj1 P jxj1ð2jkj1 � 1ÞP jxjffiffiffi
q
p ð2jkj1 � 1Þ:
Therefore, for x 2 ½�p;p�q; x – 0, we deduce that
X
k 2 Zq

jkj1 P 1

1

jxþ 2kpjS
6

c

jxjS
X1
j¼1

X
jkj1¼j

1

ð2jkj1 � 1ÞS
¼ c

jxjS
X1
j¼1

jfk 2 Zq : jkj1 ¼ jgj 1

ð2j� 1ÞS
Since jfk : jkj1 6 jg ¼ ð2jþ 1Þq for all j P 0, we have
fk 2 Zq : jkj1 ¼ jg


 

 ¼ ð2jþ 1Þq � ð2j� 1Þq ¼

Xq

‘¼1

q
‘

� �
2‘ð2j� 1Þq�‘ 6 cð2j� 1Þq�1

:

We conclude that
X
k 2 Zq

jkj1 P 1

1

jxþ 2kpjS
¼ c

jxjS
X1
j¼1

jfk 2 Zq : jkj1 ¼ jgj 1

ð2j� 1ÞS
¼ c

jxjS
X1
j¼1

ð2j� 1Þq�1 1

ð2j� 1ÞS
: ð6:12Þ
Since S > q, the infinite series in (6.12) converges. Therefore, (6.11)and (6.10) lead to (6.2).
To prove (6.3) with 1 6 p <1, let r ¼ b�q=S. Using (6.2) and our choice of r, we deduce that
Z

½�p;p�q
jWtðH; xÞjpdx ¼

Z
fx2½�p;p�q ; jxj6r=tg

jWtðH; xÞjpdxþ
Z
fx2½�p;p�q ; jxjPr=tg

jWtðH; xÞjpdx

6 c2 ðbtÞqp
Z
fx2Rq ; jxj6r=tg

dxþ ðtq�SÞp
Z
fx2Rq ; jxjPr=tg

dx

jxjSp

( )
6 c3 ðbtÞqpðr=tÞq þ tðq�SÞpðr=tÞq�Sp

n o
:

In view of our choice of r, this leads to (6.3). This completes the proof of part (a).
If (6.4) holds, then (6.5) is an immediate consequence of the definitions. h

If f 2 L1, we define
rtðH; f ; xÞ :¼ 1
ð2pÞq

Z
½�p;p�q

f ðyÞWtðH;x� yÞdy: ð6:13Þ
An important consequence of (6.3) is the following.

Corollary 6.1. Let H be as in Theorem 6.1(a). Then for 1 6 p 61; f 2 Lp, we have
krtðH; f Þkp 6 cNðHÞmaxðb1�q
; ðbqÞ1�q=SÞkfkp; t P 0: ð6:14Þ
Proof. If 0 6 bt < 1=2;rtðH; f Þ ¼ Hð0Þf̂ ð0Þ, and (6.14) is trivial. Let bt P 1=2. In view of (6.3), kWtðH; �Þk1 6 cNðHÞðbqÞ1�q=S.
The estimate (6.14) is now clear in the case p ¼ 1, and follows from Fubini’s theorem in the case when p ¼ 1. An application
of Riesz–Thorin theorem leads to the intermediate cases. h

Our next major goal is to prove Theorem 6.2, which is required in the proof of Theorem 6.3. Let fyjg
M
j¼1 � ½�p;p�q;m P 1

be an integer with
min
j–k
jyj � ykjP 1=m: ð6:15Þ
We note that this implies M 6 cmq. In the sequel, we will assume tacitly that fyjg
M
j¼1 is one of the members of a sequence of

finite subsets of ½�p;p�q. Thus, M and m are variables, and the constants are independent of these.

Theorem 6.2. Let H be as in Theorem 6.1(a) and supported on fjxj 6 1g. Let n P 1 be an integer, 1 6 p 61; a 2 RM, and
GnðxÞ :¼
XM

j¼1

ajWnðH; x� yjÞ; x 2 ½�p;p�q:
(a) We have
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kGnkp 6 cnq=p0 1þ ðm=nÞS
n o1=p0

N ðHÞjajp: ð6:16Þ

(b)If (6.4) is satisfied, then there exist positive constants C1 ¼ C1ða; a1; aÞ; c2 ¼ c2ða; a1; aÞ; c3 ¼ c3ða; a1; aÞ such that for
n P C1m,

c2n�q=p0 kGnkp 6 NðHÞjajp 6 c3n�q=p0 kGnkp: ð6:17Þ

The proof requires a number of preparatory results.

Proposition 6.2. Let H be as in Theorem 6.1(a) and supported on fjxj 6 1g. Let fyjg
M
j¼1 � ½�p;p�q, and m be the smallest integer

satisfying the minimal separation condition (6.15). For integer n P 1 and x 2 ½�p;p�q,
X
j;jx�yj jP1=m

jWnðH;x� yjÞj 6 cnqðm=nÞSNðHÞ: ð6:18Þ
Hence,
XM

j¼1

jWnðH; x� yjÞj 6 cnq 1þ ðm=nÞS
n o

NðHÞ: ð6:19Þ
In particular, if (6.4) is satisfied, then there exists C1 ¼ C1ða; a1; aÞ > 0 such that for n P C1m; ‘ ¼ 1; . . . ;M,
XM

j¼1
j–‘

jWnðH; y‘ � yjÞj 6 ð1=2ÞWnðH;0Þ: ð6:20Þ
Proof. The proof of (6.18) is essentially an integration by parts argument, using an idea used often in the classical theory of
polynomial interpolation, given also in [17, Chapter V, Section 9] in a different context. Without loss of generality, we may
assume that NðHÞ ¼ 1. In this proof only, let Zk ¼ fj : k=m 6 jx� yjj 6 ðkþ 1Þ=mg; k ¼ 1;2; . . . ;. We note that since the min-
imal separation amongst yj’s does not exceed 1=m, there are at most ckq�1 elements in each Zk. In view of (6.2), we have
X
j;jx�yj jP1=m

jWnðH;x� yjÞj 6 cnq
X

j;jx�yj jP1=m

ðnjx� yjjÞ
�S ¼ cnq�S

X1
k¼1

X
j2Zk

jx� yjj
�S
6 cnq�SmS

X1
k¼1

kq�1�S
6 cnqðm=nÞS;
where the convergence of the last series follows from the fact that S > q. This proves (6.18).
In light of (6.15), the number of yj’s with jx� yjj 6 1=m is bounded independently of M and m. Hence, (6.5) implies that
X

j;jx�yj j61=m

jWnðH;x� yjÞj 6 cnq:
Together with (6.18), this leads to (6.19). The estimate (6.20) follows from (6.5) and (6.18). h
Proposition 6.3. Let S > q be an integer, 1 6 p 61; fyjg
M
j¼1 � ½�p;p�q and (6.15) be satisfied. For any integer n P 1, and T 2 Hq

n,
we have
jðTðy1Þ; . . . ; TðyMÞÞjp 6 cnq=p 1þ ðm=nÞS
n o1=p

kTkp: ð6:21Þ
Proof. In this proof only, let h : ½0;1Þ ! ½0;1Þ be a fixed, infinitely differentiable function, hðtÞ ¼ 1 if 0 6 t 6 1=2, hðtÞ ¼ 0 if
t P 1, and we choose HðxÞ :¼ hðjxjÞ. The constants will depend upon this h, but h being fixed in this proof, this dependence
need not be specified. A comparison of Fourier coefficients shows that for T 2 H

q
2n,
TðyÞ ¼ 1
ð2pÞq

Z
½�p;p�q

TðxÞW4nðH;x� yÞdy:
In view of (6.19), we obtain
XM

j¼1

jTðyjÞj 6 kTk1 max
x2½�p;p�q

XM

j¼1

jW4nðH;x� yjÞj 6 cnq 1þ ðm=nÞS
n o

kTk1:
If f 2 L1, we apply this estimate with r2nðH; f Þ in place of T, and use Corollary 6.1 (with p ¼ 1) to deduce that
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XM

j¼1

jr2nðH; f ; yjÞj 6 cnq 1þ ðm=nÞS
n o

kfk1:
In view of Corollary 6.1 (with p ¼ 1), it is clear that for f 2 L1,
max
16j6M

jr2nðH; f ; yjÞj 6 kr2nðH; f Þk1 6 ckfk1:
An application of Riesz–Thorin interpolation theorem now implies that for 1 6 p <1, and f 2 Lp,
XM

j¼1

jr2nðH; f ; yjÞj
p

( )1=p

6 cnq=p 1þ ðm=nÞS
n o1=p

kfkp: ð6:22Þ
If T 2 Hq
n, then a comparison of Fourier coefficients shows that r2nðH; TÞ ¼ T . Therefore, (6.22) implies (6.21). h

Proposition 6.4 below is perhaps well known. A proof can be found in [10, Proposition 6.1].

Proposition 6.4. Let M P 1 be an integer, A be an M �M matrix whose ði; jÞth entry is Ai;j. 1 6 p 61, and b 2 ½0;1Þ. If
XM

i ¼ 1
i–j

jAj;ij 6 bjAj;jj;
XM

i ¼ 1
i–j

jAi;jj 6 bjAj;jj; j ¼ 1; . . . ;M; ð6:23Þ
and k ¼min16i6MjAi;ij > 0, then A is invertible, and
jA�1bjp 6 ðð1� bÞkÞ�1jbjp; b 2 RM : ð6:24Þ

We are now in a position to prove Theorem 6.2.
Proof of Theorem 6.2. Without loss of generality, we may assume that NðHÞ ¼ 1. In view of (6.19), we have for x 2 ½�p;p�q,
jGnðxÞj 6
XM

j¼1

jajjjWnðH;x� yjÞj 6 jaj1
XM

j¼1

jWnðH;x� yjÞj 6 cnq 1þ ðm=nÞS
n o

jaj1:
Thus,
kGnk1 6 cnq 1þ ðm=nÞS
n o

jaj1:
Using (6.3), we see that
kGnk1 6
XM

j¼1

jajjkWnðH; � � yjÞk1 6 cjaj1:
An application of Riesz–Thorin interpolation theorem with the operator a #
PM

j¼1ajWnðH; � � yjÞ implies (6.16).
In the rest of this proof, the constants may depend upon the parameters a; a1; a in (6.4). In this proof only, let A be the

matrix whose ð‘; jÞth entry is WnðH; y‘ � yjÞ and b 2 RM be defined by b‘ ¼ Gnðy‘Þ; ‘ ¼ 1; . . . ;M. In view of (6.20), (6.23) is
satisfied with 1=2 in place of b, and in view of (6.5), we may choose k to be cnq. Hence, Proposition 6.4 implies that A is
invertible, and
jA�1bjp 6 cn�qjbjp:
Since, A�1b ¼ a, we have proved that
jajp 6 cn�qjbjp: ð6:25Þ
Since Gn 2 Hq
n, we obtain from Proposition 6.3 that
jbjp ¼ jðGnðy1Þ; . . . ;GnðyMÞÞjp 6 cnq=p 1þ ðm=nÞS
n o1=p

kGnkp:
Since n P C1m, this gives
jbjp 6 cnq=pkGnkp:
Together with (6.25), this leads to the second inequality in (6.17). The first inequality follows from (6.16) and the fact that
n P C1m. h
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6.2. Sobolev kernel

Our goal in this section is to prove Proposition 4.1 and Theorem 6.3, and establish a few other facts regarding the kernel
Ks. In the sequel, we assume S > q is an integer, h : ½0;1Þ ! ½0;1Þ is a fixed, S times continuously differentiable function,
hðtÞ ¼ 1 if 0 6 t 6 1=2;hðtÞ ¼ 0 if t P 1, and h is nondecreasing on ½0;1Þ. We will write gðtÞ ¼ hðtÞ � hð2tÞ. Since h is fixed,
the dependence of various constants on h need not be indicated. We will simplify our notation and write WnðhÞ rather than
Wnðhðj � jÞÞ, and similarly for WnðgÞ. It is elementary calculus to verify that the function x # hðjxjÞ satisfies all the conditions
of Theorem 6.1, including (6.4).

For s 2 R, we will write
~Wn;sðxÞ :¼
X
k2Zq

gðjkj=2nÞðjkj2 þ 1Þ�s=2 expðik � xÞ: ð6:26Þ
The following lemma lists some relevant properties of ~Wn;s.

Lemma 6.1. Let s 2 R. We have for integer n P 0,
j ~Wn;sðxÞj 6 c
2nðq�sÞ

maxð1; ð2njxjÞSÞ
; x 2 ½�p;p�q: ð6:27Þ
Further,
max
x2½�p;p�q

j ~Wn;sðxÞj ¼ ~Wn;sð0Þ 
 2nðq�sÞ; ð6:28Þ
and for 1 6 p 61,
k ~Wn;skp 6 c2nðq=p0�sÞ: ð6:29Þ
Proof. In this proof only, let gnðtÞ ¼ gðtÞ=ðt2 þ 1=n2Þs=2. Then for x 2 ½�p;p�q,
~Wn;sðxÞ ¼ 2�nsW2n ðg2n ðj � jÞ;xÞ: ð6:30Þ
Each gnðj � jÞ satisfies the conditions of Theorem 6.1. Moreover, using the fact that gðtÞ ¼ 0 for jtj 6 1=4, it is easy to verify
that Nðgnðj � jÞÞ 6 c. Therefore, all assertions of the lemma follow directly from Theorem 6.1. h
Proof of Proposition 4.1. Since s > q=p, (6.29) used with p0 in place of p shows that
X1
n¼0

k ~Wn;skp0 6 c
X1
n¼0

2nðq=p�sÞ <1:
So, the sequence of trigonometric polynomials, defined by
PNðxÞ ¼ 1þ
XN

n¼0

~Wn;sðxÞ ¼ 1þ
XN

n¼0

X
k2Zq

gðjkj=2nÞð1þ jkj2Þ�s=2 expðik � xÞ
converges in Lp0 . All the sums in the above expression being finite sums, we obtain for N P 0,
PNðxÞ ¼ 1þ
X
k2Zq

XN

n¼0

gðjkj=2nÞð1þ jkj2Þ�s=2 expðik � xÞ ¼
X
k2Zq

hðjkj=2NÞð1þ jkj2Þ�s=2 expðik � xÞ:
If k 2 Zq, and 2N P 2jkj, then hðjkj=2NÞ ¼ 1, and P̂NðkÞ ¼ ð1þ jkj2Þ�s=2. Denoting the Lp0-limiting function of PN by Ks, it follows
that Ks 2 Lp0 and satisfies (4.4). Moreover, PN ¼ r2N ðh;KsÞ, and the bound on k ~Wn;skp0 in (6.29) used with p0 in place of p shows
that for N ¼ 0;1;2; . . . ;
kKs � r2N ðh;KsÞkp0 6
X1

n¼Nþ1

k ~Wn;skp0 6 c
X1

n¼Nþ1

2nðq=p�sÞ
6 c12Nðq=p�sÞ: ð6:31Þ
Both sides of the first equation in (4.5) have the same Fourier coefficients, and hence, they are equal almost everywhere.
Similarly, a comparison of Fourier coefficients shows that Ksð�xÞ ¼ KsðxÞ for almost all x. This implies the second equation in
(4.5).

For f 2Wp
s , a comparison of Fourier coefficients again shows that for integer m P 0,
r2m ðh; f ; xÞ ¼ 1
ð2pÞq

Z
½�p;p�q

r2m ðh;Ks; x� yÞf ðsÞðyÞdy:
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So, (6.31) implies that
kr1ðh; f Þk1 6 ckf ðsÞkp;
and
kr2m ðh; f Þ � r2m�1 ðh; f Þk1 6 kr2m ðh;KsÞ � r2m�1 ðh;KsÞkp0 kf ðsÞkp 6 c2mðq=p�sÞkf ðsÞkp:
Since s > q=p, the series r1ðh; f Þ þ
P1

m¼1ðr2m ðh; f Þ � r2m�1 ðh; f ÞÞ converges uniformly. In this proof only, let F be the limiting
function. Then F is continuous, and a calculation shows that bFðkÞ ¼ f̂ ðkÞ for all k 2 Zq. Therefore, F ¼ f almost everywhere.
Choosing the continuous representer in the equivalence class of f to be f, the limit is f. Moreover,
kfk1 6 kr1ðh; f Þk1 þ
X1
m¼1

kr2m ðh; f Þ � r2m�1 ðh; f Þk1 6 ckf ðsÞkp

X1
m¼0

2mðq=p�sÞ
6 c1kf ðsÞkp:
This proves the first estimate in (4.6). The second estimate is proved in the same way. Let L be the smallest integer with
2L P n. Then
En;1ðf Þ 6 E2L ;1ðf Þ 6
X1

m¼Lþ1

kr2m ðh; f Þ � r2m�1 ðh; f Þk1 6 ckf ðsÞkp

X1
m¼Lþ1

2mðq=p�sÞ
6 c12�Lðs�q=pÞkf ðsÞkp 6 c2nq=p�skf ðsÞkp: �
Our proof of Theorem 5.1 requires the following theorem that describes an approximation of a typical element of the span
of fKsð� � yjÞg. We recall that the solution of the minimization problem (1.3) is in this span (with 2s in place of s).
Theorem 6.3. Let 1 6 p 61; s > q=p; fajgM
j¼1 � R;GðxÞ ¼

PM
j¼1ajKsðx� yjÞ;x 2 ½�p;p�q, and m P 1 be the smallest integer such

that minyj–yk
jyj � ykjP 1=m. Then there exists an integer N�, independent of G, such that N� 
 m and
kG� rN� ðh;GÞkp0 6 ð1=2ÞkGkp0 : ð6:32Þ
Proof. As in the proof of Lemma 6.1, in this proof only, we write gnðtÞ ¼ gðtÞ=ðt2 þ 1=n2Þs=2. Then each gnðj � jÞ satisfies the
conditions of Theorem 6.1. Moreover, Nðgnðj � jÞÞ 6 c, and (6.30) holds. In this proof only, let
GnðxÞ :¼
XM

j¼1

aj
~Wn;sðx� yjÞ ¼ r2n ðh;G;xÞ � r2n�1 ðh;G;xÞ; x 2 ½�p;p�q:
Then (6.14) implies that kGnkp0 6 ckGkp0 . Moreover, the proof of Proposition 4.1 shows that
GðxÞ � r2N ðh;G; xÞ ¼
X1
n¼N

GnðxÞ; ð6:33Þ
with convergence in the sense of Lp0 .
In view of (6.30), (6.17) applied with W2n ðg2n Þ and p0 in place of p yields that for n P log2ðC1mÞ,
c22nðs�q=pÞkGnkp0 6 jajp0 6 c2nðs�q=pÞkGnkp0 6 c2nðs�q=pÞkGkp0 : ð6:34Þ
We now choose L so that 2L is the smallest power of 2 exceeding C1m. Then the second inequality in (6.34), used with L in
place of n, gives
jajp0 6 cmðs�q=pÞkGLkp0 6 cmðs�q=pÞkGkp0 : ð6:35Þ
From (6.33), (6.34), and (6.35), we conclude that for 2N P C1m,
kG� r2N ðh;GÞkp0 6
X1
n¼N

kGnkp0 6 cjajp0
X1
n¼N

2�nðs�q=pÞ
6 cðm2�NÞðs�q=pÞkGkp0 :
We now choose N so that 2N 
 m and the last term above is at most ð1=2ÞkGkp0 , and set N� ¼ 2N . h
7. Proofs of the main results in Section 5

We start with the proof of Theorem 5.4.

Proof of Theorem 5.4. In this proof only, we find it convenient to denote the standard inner product on (complex) Euclidean
space Cn by h�; �in rather than by the dot notation � � �. The condition (5.5) implies that A� is injective. Let W # CD be the
range of A�. Since A� is injective, the formula
x�ðA�cÞ ¼ hc; fiM:
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defines a linear functional x� on W. Using (5.5), we obtain that
supfjx�ðA�cÞj : c 2 CM; jkA�cjkj�D 6 1g ¼ supfjhc; fiMj : c 2 CM; jkA�cjk�D 6 1g 6 supfjhc; fiM j : c 2 CM ; jkcjk�M
6 jg 6 jjkfjkM: ð7:1Þ
In view of the Hahn–Banach theorem, there exists a norm preserving extension y� of x� to CD (equipped with the norm
jk � jk�D). This extension can be identified with b 2 CD by the formula y�ðdÞ ¼ hd;biD.

Since (7.1) estimates the norm of x� on W with the norm jk � jk�D on CD, the dual norm is jk � jkD. The fact that y� is a norm
preserving extension, together with (7.1), shows that jkbjkD 6 jjkfjkM .

The fact that y� is an extension of x� means that for every c 2 CM ,
hc; fiM ¼ x�ðA�cÞ ¼ y�ðA�cÞ ¼ hA�c;biD ¼ hc;AbiM:
This implies (5.6). h

We are now in a position to prove Theorem 5.1.

Proof of Theorem 5.1. In this proof, we fix n, and denote the nth row of Y by fy1; . . . ; yMg. We choose the integer N� as in
Theorem 6.3 used with p0 in place of p. Let D be the dimension of H

q
N� , and let A be the M � D matrix defined by

Aj;k ¼ expðik � yjÞ; jkj 6 N�; j ¼ 1; . . . ;M. It is not difficult to verify using (6.34) that the expressions
jkcjk�M :¼
XM

j¼1

cjKsð� � yjÞ
�����

�����
p0

; c 2 CM; ð7:2Þ
and
jkdjkD :¼
X
jkj6N�

ðjkj2 þ 1Þs=2dk expðik � �Þ
�����

�����
p

; d 2 CD ð7:3Þ
define norms on the Euclidean spaces as indicated. In this proof, if F 2 Lp, we define
Fð�sÞðxÞ :¼
X
k2Zq

F̂ðkÞðjkj2 þ 1Þ�s=2 expðik � xÞ ¼ 1
ð2pÞq

Z
½�p;p�q

FðyÞKsðx� yÞdy:
We verify the condition (5.5) on the adjoint of A. Let c 2 CM ;GðxÞ ¼
PM

j¼1cjKsðx� yjÞ. Without loss of generality, we may
assume that kGkp0 – 0. In view of (6.32), there exists F 2 Lp such that kFkp 6 1 and
jkcjk�M ¼ kGkp0 6 2krN� ðh;GÞkp0 6 2
1
ð2pÞq

Z
½�p;p�q

rN� ðh;G; xÞFðxÞdx: ð7:4Þ
Let PðxÞ ¼ rN� ðh; Fð�sÞ;xÞ ¼
P
jkj6N�dk expðik � xÞ. Then
PðyjÞ ¼ ðAdÞj; j ¼ 1; . . . ;M: ð7:5Þ
Moreover, in view of Corollary 6.1 and the definition (7.3), we deduce that
jkdjkD ¼ krN� ðFÞkp 6 ckFkp 6 c: ð7:6Þ
Finally, a straightforward calculation shows (keeping in mind that all the sums below are finite sums) that
1
ð2pÞq

Z
½�p;p�q

rN� ðh;G;xÞFðxÞdx ¼
X
k2Zq

h
k
N�


 �XM

j¼1

cjðjkj2 þ 1Þ�s expð�ik � yjÞ
1
ð2pÞq

Z
½�p;p�q

FðxÞ expð�ik � xÞdx

¼
XM

j¼1

cj

X
k2Zq

h
k
N�


 �
ðjkj2 þ 1Þ�sbF ðkÞ expð�ik � yjÞ

¼
XM

j¼1

cj

X
k2Zq

drN� ðh; Fð�sÞÞðkÞ expð�ik � yjÞ ¼
XM

j¼1

cjPðyjÞ: ð7:7Þ
Together with (7.4), the last three equations show that for any c 2 CM ,
jkcjk�M
2
6

1
ð2pÞq

Z
½�p;p�q

rN� ðh;G; xÞFðxÞdx ¼
XM

j¼1

cjPðyjÞ ¼
XM

j¼1

cjðAdÞj ¼
X
jkj6N�

ðA�cÞkdk 6 jkA�cjk�DjkdjkD 6 cjkA�cjk�D:
Thus, the matrix A satisfies the conditions of Theorem 5.4 with j :¼ 2c.
We now choose T 2 H

q
N� such that
kf � TkWp
s
6 2 inffkf � TkWp

s
: T 2 H

q
N� g:
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Let f 2 CM be the vector defined by fj ¼ f ðyjÞ � TðyjÞ; j ¼ 1; . . . ;M. In view of Theorem 5.4, there exists b 2 CD such that
Ab ¼ f, and
jkbjkD 6 jjkfjkM: ð7:8Þ
Let Q 2 H�N be defined by QðxÞ ¼
P

kbk expðik � xÞ. The definition (7.3) is designed so that jkbjkD ¼ kQ
ðsÞkp ¼ kQkWp

s
. We need

to estimate jkfjkM . Using the definition of the dual norm (7.2), we find c 2 CM such that
jkfjkM 6 2
XM

j¼1

cjðf ðyjÞ � TðyjÞÞ;
and
jkcjk�M ¼
XM

j¼1

cjKsð� � yjÞ
�����

�����
p0

6 1:
In view of the representation identity (4.5), and recalling that Ks is a real valued and symmetric kernel, we have
1
2
jkfjkM 6

XM

j¼1

cjðf ðyjÞ � TðyjÞÞ ¼
1
ð2pÞq

Z
½�p;p�q

XM

j¼1

cjKsðx� yjÞ
( )

ff ðsÞðxÞ � TðsÞðxÞgdx 6
XM

j¼1

cjKsð� � yjÞ
�����

�����
p0

kf � TkWp
s

6 kf � TkWp
s
:

Therefore, (7.8) implies that
kQkWp
s
6 2jkf � TkWp

s
: ð7:9Þ
We now define Pðf ;xÞ ¼ TðxÞ þ QðxÞ. It is easy to verify that
Pðf ; yjÞ ¼ TðyjÞ þ QðyjÞ ¼ TðyjÞ þ fj ¼ TðyjÞ þ f ðyjÞ � TðyjÞ ¼ f ðyjÞ; j ¼ 1; . . . ;M;
In view of our choice of T and (7.9)
kf � Pðf ÞkWp
s
6 kf � TkWp

s
þ 2jkf � TkWp

s
6 ð2þ 4jÞ inffkf � TkWp

s
: T 2 H

q
N� g: �
In order to deduce Theorem 5.2 from Theorem 5.1, we need the following lemma.
Lemma 7.1. For integer n P 1;1 6 p 61, and T 2 H
q
n, we have
1
nq

X
06k63n�1

jTð2pk=ð3nÞÞjp
( )1=p


 kTkp: ð7:10Þ
Proof. When q ¼ 1, (7.10) is the classical Marcinkiewicz–Zygmund inequality [17, Chapter X, Theorems 7.5 and 7.28]. If
T 2 Hq

n, then T is a trigonometric polynomial of coordinatewise order at most n. So, in the case when q > 1, one obtains
(7.10) by applying its univariate version to each of the variables separately. h
Proof of Theorem 5.2. In view of Theorem 5.1 and Lemma 7.1, we have
1
N�q

X
06k63N��1

jPðf ÞðsÞð2pk=ð3N�ÞÞjp
( )1=p

6 ckPðf ÞkWp
s
6 ckfkWp

s
:

So, the minimization problem (5.3) has a feasible solution. Since H
q
N� is a finite dimensional space, this implies that the prob-

lem has a solution. h

The proof of Theorem 5.3 uses the following lemma. This lemma is proved in much greater generality in [8, Theorem 3.2,
Chapter 15].

Lemma 7.2. Let 1 6 p 61; s0 > 0. Then for any c > 0, the set
Bc;s0 ;p :¼ f 2 Lp : sup
nP1

2ns0En;pðf Þ 6 c
� �
is compact in Lp.
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Proof of Theorem 5.3. We observe that in view of (4.6) and the fact that kT�nkWp
s
6 ckfkWp

s
for all n, the sequence

fT�ng � Bc;s�q=p;1 for a suitable constant c. Let K1 be any subsequence of K. Then Lemma 7.2 shows that the sequence
fT�ngn2K1

has a subsequence fT�ngn2K2
, which converges uniformly. Let P be the limit of this subsequence. We will show that

if (5.4) is satisfied, then Pðx0Þ ¼ f ðx0Þ. Let � > 0 be arbitrary. Since P and f are continuous on ½�p;p�q, there is d > 0 such that
jf ðxÞ � f ðyÞj 6 �=3; jPðxÞ � PðyÞj 6 �=3; for all x; y 2 ½�p;p�q; jx� yj 6 d:
Further, there exists N so that n P N;n 2 K2 imply that kP � T�nk1 6 �=3. In view of (5.4), there exists n 2 K2;n P N such that
some point yj;n 2 Y satisfies jyj;n � x0j 6 d. Then f ðyj;nÞ ¼ T�nðyj;nÞ, and we have
jf ðx0Þ � Pðx0Þj 6 jf ðxÞ � f ðyj;nÞj þ jf ðyj;nÞ � T�nðyj;nÞj þ jT�nðyj;nÞ � Pðyj;nÞj þ jPðyj;nÞ � Pðx0Þj 6 �=3þ 0þ kT�n � Pk1 þ �=3

6 �:
Since this is true for every subsequential limit of T�n;n 2 K, this completes the proof of the theorem. h
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